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A PARADIGM FOR REASONING BY ANALDG'.t 

Robert E. Kling 
Stanford Research Institute 

Menlo Park, California 
U.S.A. 

ABSTRACT 

A paradigm enabling heuristic problem solving 
programs to exploit an analogy between a current 
unsolved problem and a similar but previously 
solved problem to simplify its search for a solu­
tion is outlined. It is developed in detail for 
a first-order resolution logic theorem prover. 
Descriptions of the paradigm, implemented LISP 
programs, and preliminary experimental results 
are presented. This is believed to be the first 
system that develops analogical information and 
exploits it so that a problem-solving program can 
speed its search. 

ll•'TRODUCTI ON 

An intelligent man thinks deeply and learns 
from his past experiences. Contemporary theorem­
proving and problem-solving systems are continu­
ally designed to think ever more deeply and to 
ignore their past completely. A problem solver 
designed in any of the contemporary paradigms 
(such as resolution (1) 1 GPS (2), and REF•ARF (3)) 
solves the same problem the same way each time 
it is presented. A fortiori, they are unable to 
exploit similarities between new and old problems 
to hasten the search for a solution to the new 
one. ZORBA, outlined in this paper> is a ~ara­
digm for handling some kinds of analogies. This 
is the first instance of a system that derives the 
analogical relationship between two problems and 
outputs the kind of information that can be use­
fully employed by a problem-solving system to 
expedite its search. As such, ZORBA is valuable 
in thre& ways~ 

* 

(1) It shows how nontrivial analogical reason­
ing (AR) can be performed with the tech­
nical devices familiar to heuristic pro­
grammers, e.g., tree searchJ matching, 
and pruning. 

In Ref. (4) 1 I show that there are several kinds 
of analogies from an informat~on-processing 
point of view. We should hardly expect one 
paradigm to include them all. Restrictions on 
the varieties of analogy handled by zogBA are 
described in the section entitled "Necessary 
Condi t1ons for an Analogy." 

1 

(2) It provides a concrete information­
processing framework within which and 
against which one can pose and answer 
questions germain to r\R. 

(3) Since it is implemented (in LISP)J it is 
available as a research tool as well as 
a gedanken tool. 

The last two contributions are by far the most 
important, although our attention will focus upon 
the first. In the SO's and 60ts, many researchers 
felt that analogical reasoning would be an impor­
tant addition to intelligent problem-solving pro­
grams. Howeverj no substantial proposals were 
offered, and the idea of AR remained rather nebu­
lousJ merely a hope. ZORBA may raise more ques­
tions of the "what if?u variety than it answers~ 
However, now, unlike 19681 we have an elementary 
framework for making these questions and their 
answers operational. 

ZORB.4. PARADIG\l 

Although prior to ZORBA there were no concrete 
paradigms for AR, there was an unarticulated un­
developed paradigm within the artificial intel­
ligence zeitgeist. Suppose a problem solver had 
solved some problem P and has its solution S. If 
a program is to solve a new; analogous P, it 
should do the following: A 

(1) 

(2) 

(3) 
(4) 

Examine S and construct some plan (schema) 
S 1 that could be used to generate S. 
Derive some analogy U: P ~ P. 

-1 I I A 
Construct U (S ) =· S • 

' A ExecuteS A to get SA' the solution to PA. 

lf P was solved by executing a plan, then s' 
would be available and step (1) could be omitted. 
Although nobody has explicated this idea in pub­
lications, from various conversations with workers 
in the fieldJ I believe that the preceding descrip­
tion is close to the paradigm that many would have 
pursued. As such, it constitutes the (late-60ts) 
conventional wisdom of artificial intelligence. 
Certainly this (planning) paradigm is attractively 
elegant! However, in 1969j when this research 
was begun, it was an inappropriate approach for 
two reasons: 

(1) There are no planning-oriented problem 
solvers that are fully implemented and 
operate in a domain w~th interesting 
nontrivial analogies. This state of 

~.----
PLA~'NER at MIT and QA4 at SRI are two current 
~lanning-oriented problem solvers that are under 
development. The first is partially implemented 
and the second exis4s only on paper. It is not 
yet clear wl1at problem-solving power PIA!'."NER will 
have, and how effective it will be in domains 
with interesting analogies. 




































